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User Profile Learning Algorithm
inputs: MAX EPOCHS, MIN _ERROR. UserProfileModel, DocumenSer, UserleedBack, NWS
local variables: epochis, currembrror, documentfrror. node. weight, document. mwse. parameier,
documentVector, relevancylevel

loop do
if currentlaror < MIN LERROR then return success
else if epochs > MAX EPOCHS then return success
currentlyror <- 0.0
for each document in DocumentSet do
compute document Vector
for each node in the leaf node set of UserProfileModel do
bind node with the corresponding vatue of dociumentVector
end
propagate UserProfiteAode
using General Propagation Rule and Theta Propagation Rule
obtain relevancylLevel at the root node of UserProfileAtodel
compute documentlrror using Relevaney Error Computing Rule
for each node in the node set of UserProfileModel de
if node is not related to Othen
apply Generalized Delta Computing Rule to node
clse
apply Delta for Theta Computing Rule to node
end
for each weight in the weight set of UserProfileModel do
if S(weighty is not equal o Jthen
apply Generalized Weight Updating Rule to weight
else
apply Theta Updating Rule to weight
end
for each set of weights mmese in VIS do
for each weight in mese do
apply Weight Normalization Rule to weight
end
end
for each parameter in the parameter set of UserProfileModel do
for each weight in PSWS(parameier) do
apply Weight Synchronization Rule o weight
it weight < 0 then weight <~ 0
else if weight > | then weight ¢ 1
end
end
currentlorror « currentirror + documentlyror
end
epochs < epochs + 1
end

FIG. 8
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PERSONALIZABLE SEMANTIC
TAXONOMY-BASED SEARCH AGENT

CROSS-REFERENCE TO RELATED
APPLICATIONS

The present application claims the benefit of provisional
patent application Ser. No. 60/409,575 to Kim, filed on Sep.
11, 2002, entitled “Learning for Automatic Personalization
in a Semantic Taxonomy-Based Meta-Search Agent,” which
is hereby incorporated by reference.

BACKGROUND OF THE INVENTION

The present invention relates to the field of information
searching. Specifically, the present invention relates to effi-
cient searching of information of networks such as the World
Wide Web.

With the advent of the Internet and the Web, the amount
of information available grows daily. However, having too
much information at one’s fingertips does not always mean
high quality information, in fact, it may often prevent a
decision maker from making sound decisions, by degrading
the quality of the decision. Helping decision makers to
locate relevant information in an efficient manner is very
important both to the person and to an organization in terms
of time, cost, data quality and risk management.

Although search engines assist users in finding informa-
tion, many of the results are irrelevant to the decision
problem. This is due in part, to the keyword search approach,
which does not capture the user’s intent, what we call
meta-knowledge. Another reason for irrelevant results from
search engines is a “semantic gap” between the meanings of
terms used by the user and those recognized by the search
engines. In addition, each search engine has its own propri-
etary and uncustomizable ranking system, where users may
not specify search and ranking preferences to a search
engine. For example, a shopping agent may go for the lowest
price, while the user might want the “most flexible return
policy.” Finally, most search engines lack learning capabili-
ties to adapt and personalize user preferences. They may not
track large numbers of users. What is needed is a personal
agent approach that may help to solve these problems.

BRIEF SUMMARY OF THE INVENTION

One advantage of the present invention is that it may
provide a search mechanism that has a richer search intent
and preference representation scheme.

Another advantage of this invention is that it may provide
a framework that secures an automatic personalization
method.

A further advantage of this invention is that it may
improve information retrieval performance over previous
information retrieval user profile learning methods.

A further advantage of this invention is that it improves
information retrieval performance over previous informa-
tion retrieval user profile learning methods.

Another advantage of the present invention is that it uses
a tree structure that makes it possible to represent many
concepts at the same time. This advantage allows the user to
specify a broad range of interests simultaneously.

To achieve the foregoing and other advantages, in accor-
dance with all of the invention as embodied and broadly
described herein, is a a search method comprising: accepting
search intent information from a user having a search intent;
creating a semantic taxonomy tree having at least one term
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representative of the search intent information; augmenting
the at least one term with at least one associated concept
derived from at least one of the at least one term using
existing terminological data; associating a weight with at
least one of the at least one term; obtaining user preference
intent for at least one relevance value; determining at least
one root term for the at least one term; transforming the
semantic taxonomy tree to at least one Boolean search
query; submitting at least one of the at least one Boolean
search query to at least one searcher; receiving at least one
search result from the at least one searcher; interpreting the
at least one search result; requesting at least one page
specified by the at least one search result; receiving at least
one retrieved page; generating ranked results by ranking the
at least one retrieved page by applying at least one of the at
least one relevance value and the search intent information
to the at least one retrieved page; presenting the ranked
results to the user; presenting the semantic taxonomy tree to
the user; accepting user feedback from the user; the user
feedback indicating how well the search results addressed
the search intent; and using the user feedback to update the
user preference intent for the at least one relevance value.

In yet a further aspect of the invention, A machine
readable medium having stored thereon instructions that,
when executed by a computer: accepts search intent infor-
mation from a user having a search intent; creates a semantic
taxonomy tree having at least one term representative of the
search intent information; augments the at least one term
with at least one associated concept derived from the search
intent information using existing terminological data; asso-
ciates a weight with at least one of the at least one term;
obtains user preference intent for at least one relevance
value; determines at least one root term for the at least one
term; transforms the semantic taxonomy tree to at least one
Boolean search query; submits at least one of the at least one
Boolean search query to at least one searcher; receives at
least one search result from the at least one searcher;
interprets the at least one search result; requests at least one
page specified by the at least one search result; receives at
least one retrieved page; generates ranked results by ranking
the at least one retrieved page by applying at least one of the
at least one relevance value and the search intent informa-
tion to the at least one retrieved page; presents the ranked
results to the user; presents the semantic taxonomy tree to
the user; accepts user feedback from the user; the user
feedback indicating how well the search results addressed
the search intent; and uses the user feedback to update the
user preference intent for the at least one relevance value.

In yet a further aspect of the invention, a A search agent
comprising: a weighted semantic taxonomy tree elicitor
capable of accepting search intent information from a user
having a search intent; a weighted semantic taxonomy tree
capable of storing at least one term representative of the
search intent information; an ontology agent capable of
deriving concepts from the at least one term using termino-
logical data; a search preference elicitor capable of receiving
user preference intent for at least one relevance value; at
least one search preference elicitor database capable of
storing the user preference intent; a stemming agent capable
of determining a root term from the search preference
elicitor database; a search broker including: a transformer
capable of transforming the weighted semantic taxonomy
tree to at least one boolean search query; a search submitter
capable of submitting at least one of the at least one boolean
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search query to at least one search engine; and a search
engine result receiver capable of receiving at least one
search engine result from the boolean search query submis-
sion; a page request broker capable of retrieving at least one
retrieved page specified by the search engine result; a web
page rater capable of generating ranked results by ranking
the at least one retrieved page by applying the relevance
values and the search intent information to the at least one
retrieved page; and a presentation manager capable of
presenting the weighted semantic taxonomy tree and the
ranked results to the user; a user profile learning agent
capable of: accepting user feedback from the user; the user
feedback indicating how well the search results addressed
the search intent; and using the user feedback to update at
least one of the user preference intent in the at least one
search preference elicitor database.

Additional objects, advantages and novel features of the
invention will be set forth in part in the description which
follows, and in part will become apparent to those skilled in
the art upon examination of the following or may be learned
by practice of the invention. The objects and advantages of
the invention may be realized and attained by means of the
instrumentalities and combinations particularly pointed out
in the appended claims.

BRIEF DESCRIPTION OF THE SEVERAL
VIEWS OF THE DRAWINGS

The accompanying drawings, which are incorporated in
and form a part of the specification, illustrate an embodiment
of the present invention and, together with the description,
serve to explain the principles of the invention.

FIG. 1 is a block diagram showing four phases of a
decision making process.

FIG. 2 is a block diagram showing a simple example of
a taxonomy tree.

FIG. 3 is a block diagram showing an example of a WSTT
representing a businessman’s search intent.

FIG. 4 is a block diagram showing an example of internal
representation of a user’s search intention.

FIG. 5 is a block diagram showing a conceptual model of
a user’s preference representation scheme.

FIG. 6 is a block diagram showing an example structure
of WSTT.

FIG. 7 is a diagram showing a connectionist model-based
representation of a user profile.

FIG. 8 shows a user profile learning algorithm as per an
embodiment of the present invention.

FIG. 9 is a block diagram of a system architecture as per
an embodiment of the present invention.

FIG. 10 shows an illustrative screen of a WSTT elicitor as
per an embodiment of the present invention.

FIG. 11 shows an illustrative screen of a concept selection
as per an embodiment of the present invention.

FIG. 12 shows a tab window of a search preference
elicitor as per an embodiment of the present invention.

FIG. 13 shows an illustrative screen for the result from a
web page rater and feedback interface as per an embodiment
of the present invention.

FIG. 14 shows a table where the overall performance of
several search engines are compared.

FIG. 15 shows initial retrieved page hit results and user’s
feedback as per an aspect of an embodiment of the present
invention.

FIG. 16 shows page hit results after instant learning and
its relevancies as per an aspect of an embodiment of the
present invention.
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FIG. 17 shows page hit ratios from five learning experi-
ments as per an aspect of an embodiment of the present
invention.

DETAILED DESCRIPTION OF THE
INVENTION

The present invention is a semantic taxonomy-based
personalizable meta-search agent which uses a tree-struc-
tured representation scheme with which users may specify
their search intent. This representation scheme may be called
a “Weighted Semantic Taxonomy Tree (WSTT),” in which
each node denotes a concept that pertains to the user’s
problem-domain. This invention allows a user preference
representation scheme based on various components, each
of which represents a specific decision-criterion. Such rep-
resentation scheme permits users to express their preference
for a search.

To rate the relevance of a page hit, the present invention
uses a rating mechanism by combining the WSTT and the
component-based preference representation. Since Web
page rating may itself be viewed as a decision-making
problem, where a decision maker (a user) must evaluate
various alternatives (Web pages) for his/her problem (user’s
Web search intention), the design of the rating mechanism
incorporates decision-analytic methods.

The search performance of the WSTT and preference
components based meta-search agent approach has been
validated empirically against well-known search engines. As
an improvement, the present invention is a learning mecha-
nism for the adaptive personalization of both the user’s
search intent as well as the user’s ranking preferences.

Most of the typical search engines and research tools use
a term-frequency vector as part of the user profile to learn
the user’s behavior (preferences and search intent), while the
present invention provides a richer search intent and pref-
erence representation scheme. Moreover, by using this
invention’s search intent and preference representation
scheme as a basis of user profile representation and provid-
ing a user profile learning mechanism based on that repre-
sentation model, the framework secures an automatic per-
sonalization method. In addition, this invention improves
information retrieval performance over previous informa-
tion retrieval user profile learning methods. Such improve-
ments may be achieved by using a connectionist model-
based user profile representation scheme, which may
leverage all features of the semantic taxonomy-based per-
sonalizable meta-search agent approach and its learning
mechanism that is extended and modified from the well-
known neural network learning rule, the generalized delta
rule. Finally, the present invention incorporates a learning
scheme as a component system in a meta-search agent called
WebSifter I1.

Most current Internet search engines such as Yahoo!,
Excite, AltaVista, WebCrawler, Lycos and Google suffer
from Recall and Precision problems. The relatively low
coverage of individual search engines leads to using meta-
search engines to improve the recall of a query. Examples
include MetaCrawler, SavvySearch, NECI Metasearch
Engine and Copernic. This meta-search engine approach
partly addresses the recall problem but still suffers from the
precision problem, which may be categorized into three
major themes: content-based, collaborative, and domain-
knowledge approaches.

The content-based approach first represents a user’s
explicit preferences and then evaluates Web page relevance
in terms of its content and user preferences. Syskill &






